I recently ran into a case where a site was losing about 0.6% of their TCP packets. They were also experiencing broken TCP communication sessions and slow TCP communications when it was working. They never equated the two because they were only dropping about 1 packet in 150 and believed that since TCP retransmits lost packets there shouldn’t be any problems.

To test the effects of lost packets I transferred a 1,822,788-byte file with FTP. The router I used was able to drop packets at a uniform rate. Every 1000th packet for 0.1% loss rate, every 500th packet for 0.2%, every 200th for 0.5%, etc. I transferred the same file 100 times and calculated the minimum, average, and maximum transfer times. Figure 1 shows the results. The transfer took about 3560 packets (512 byte MSS).

As can be seen in figure 1 a 0.5 % (yes I changed from 0.6% to 0.5%) loss rate increased the average transfer time from 7.15 seconds to 20.56 seconds. How can losing 18 packets (0.5% of 3560) have such a large effect? Part of the answer is the delay caused by waiting for the retransmission timer to go off. However, another part of the answer is that TCP assumes that any packet loss is caused by congestion. After a packet loss, TCP slows down its transmission rate to reduce the congestion and then slowly increases it again. If the packet loss is caused by something other than congestion slowing down probably will not help and certainly hurts. How does TCP know that a packet has been lost? Simple, it assumes that a packet has been lost if it needs to retransmit the packet.

The simplest way to determine if packets are being lost is to look at the TCP statistics (see figure 2). For the sender the key statistics are data packets and data packets retransmitted. This gives a count of what percentage of packets needed to be retransmitted and hence where lost. Figure 3 shows these statistics before and after the 0.5% test. The receiving statistics completely duplicate packets, packets with some dup. data and out-of-order packets are not quite as clear-cut. They indicate a lost packet but the statistics may go up several times for just 1 lost packet. For example, if packets 1 thru 5 are sent and 2 is lost then packets 3, 4, and 5 will all increment the out-of-order counter.

Unfortunately, these statistics offer no clues as to why the packets were lost. It could be because the packet itself failed to arrive at the connection’s remote TCP peer or the remote peer’s acknowledgement (ACK) packet failed to arrive back at the module.  To add to our misery, these statistics are for all the TCP connections on the module. If only packets to one network or one remote peer are being lost the ratio of data packets retransmitted to data packets will be significantly smaller than what is really happening on that 1 connection. Note that in figure 3 the calculated drop rate is not quite 0.5%. There wasn’t much other TCP traffic but there was some that was not going thru my special router. What can we do in this case? While not fool proof we can look at the connection’s send queue statistic (see figure 4). This statistic is a count of the bytes of  sent data that have not yet been acknowledged and data waiting to be sent. Under ideal circumstances the number is 0 or very small. If the number grows and shrinks one possibility (and there are several others) is lost packets.

The TCP receive statistics discarded for bad checksums, discarded for bad header offset fields, and discarded because packet too short (back to figure 2) are more clear-cut since they indicate a specific error and a lost packet. However, these errors are very unusual since they require that the sender’s protocol stack have a bug in it or the use of a transport layer that does not do any error checking (SLIP comes to mind) or bad memory in a router or bridge.

Some retransmissions are inevitable but the percentage should be very small. Anything below 0.01% I wouldn’t worry about. For something larger I would ask myself if I’m seeing any problems, if not then I would probably look at the Ethernet statistics (see below) and investigate any problems I see but other wise not worry about it. A lot will depend on the type of traffic on the module. I doubt a telnet user will notice any problems even with a 0.5% retransmission rate but if your users are transferring large amounts of data they should recognize a problem. I would also run ‘netstat –statistics’ to get the statistics at least once a day to create a baseline. This will tell you if packet loss is getting worse over time and if a new problem is related to packet loss. Any significant packet loss should be investigated so you know where the loss is happening. It may be on a segment that you have no control of, i.e. the Internet or on an overloaded device that cannot be upgraded but at least you will understand what is happening and using figure 1 can estimate the effect on your performance.

The “netstat –detail” command (see figure 5) shows statistics about the local Ethernet segment and interface. If there is an increment in the Transmit ring full or Transmit frame discarded, late collisions, or Transmit frame discarded, excessive retry statistics you know that a frame (Ethernet frames transmit TCP/IP packets) has been lost. Comparing the increase in these statistics with the increase in the Transmitted frames statistic will give you the percentage lost.  A late collision is an indication of a network segment that is too long or of a host on the segment that is not listening for collisions. The most common cause of this is a host on the network configured for full duplex while the module is configured for half duplex. A late collision may also be caused by someone plugging in or unplugging an RJ-45 connector from a patch panel, or some device (NIC, hub, or switch). An excessive retry can also be the result a host that is configured for full duplex while the module is configured for half duplex. It can also be the result of a host configured for a smaller than normal inter-frame gap, or a host or hosts creating some kind of traffic storm (the cause at the site I mentioned at the start of this article) or just too many hosts on the segment. If you are getting excessive retry errors you may also be getting Transmit ring full errors since if the card is having problems sending frames while the upper layers are still sending down frames the card’s buffers may become full and drop frames. The cause of any late collisions or excessive retries should be investigated. Note that Transmit frame was deferred, Transmit frame after a single retry, and Transmit frame after multiple retry are not significant and do not indicate any kind of error.

Any of the Receive frame discarded statistics obviously indicate a dropped frame. The bad CRC and improper framing can be the result of a bad cable or connector or the module may be configured for full duplex while its link peer is configured for half. The collision fragments sent by the link peer will be interpreted as these kinds of errors. Some amount of these errors is inevitable but not many. The 802.3 spec calls for a bit error rate on a 10BaseT link of 1 bit per billion bits transmitted. This works out to 1 error for every 82,345 maximum sized frames (1518 bytes) or 0.001%. The bit error rate for 100BaseT is 1000 times smaller.  Anything larger than the spec should be investigated. The lack of buffers, overflow and congestion errors indicate that a frame could not be processed once it was received because there was no buffer space to put it. This typically happens during a broadcast storm, when frames arrive faster then we can process them. 

The SQE error is a little tricky to interpret. This will only happen on a K104 and only if the K104’s transceiver does not have SQE (also called, SQE test, SQE heartbeat or heartbeat) enabled. If it’s not enabled then after a frame is transmitted the chip goes through a reset. This takes several 10s of milliseconds, during which no frames can be received. So frames can be lost without any count of them. Unfortunately, it’s also possible that this statistic can go up without any frames being lost so using this statistic to help estimate lost packets is unreliable. However, the K104 requires that SQE be enabled on the transceiver, if this statistic is going up make sure that SQE is enabled and if not, enabled it. If it is enabled try a different transceiver.

So far everything I’ve said has been about OS_TCP, what about STCP? Well the effect of losing TCP packets is the same, that is, throughput drops dramatically. The STCP TCP layer statistics do not provide the same set of statistics as OS_TCP (see figure 6). The counters tcpOutSegs and tcpRetransSegs will tell you what percentage of packets were retransmitted but there is nothing like the receive counters that OS_TCP has. STCP does provide the same Ethernet layer statistics as OS_TCP but uses the command “netstat –interface” instead of “netstat –detail” to display them.

The primary point of this article is contained in figure 1, TCP retransmissions have an effect on the performance of large data transfers that appears to be out of proportion to the actual number of retransmissions. The universe demands that some number of retransmissions are inevitable, however, this should be a very small number. OS_TCP and STCP can give you some clues if the error is caused by a problem on the local Ethernet segment. If not the only thing you can do is slog through each network segment checking for errors and congestion. 

Good luck, you’re going need it.

Figure 1 – Minimum, Average, and Maximum transmission times for 100 file transfers with uniform distribution of lost TCP packets.
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Figure 2 – TCP statistics to identify when packets are lost

netstat –protocol tcp -display_zeros

tcp:

    13523268    packets sent

            11231108    data packets (981182197 bytes)

               44835    data packets (7843158 bytes) retransmitted

             1742770    ack-only packets (1621590 delayed)

                   0    URG only packets

               29719    window probe packets

              264677    window update packets

              210159    control packets

    14714493    packets received

            11083836    acks (for 982113504 bytes)

              113957    duplicate acks

                   0    acks for unsent data

             5907701    packets (182121329 bytes) received in-sequence

               33003    completely duplicate packets (361206 bytes)

               22883    packets with some dup. data (39485 bytes duped)

               48352    out-of-order packets (8304217 bytes)

                7070    packets (11791 bytes) of data after window

                7015    window probes

                3480    window update packets

                  67    packets received after close

                   0    discarded for bad checksums
                   0    discarded for bad header offset fields
                   0    discarded because packet too short
      162664    connection requests

       58172    connection accepts

       62439    connections established (including accepts)

      222556    connections closed (including 2267 drops)

      159460    embryonic connections dropped

    10834452    segments updated rtt (of 12960536 attempts)

       45506    retransmit timeouts

                1214    connections dropped by rexmit timeout

       29779    persist timeouts

        8481    keepalive timeouts

                  14    keepalive probes sent

                   3    connections dropped by keepalive

Figure 3 – data packets before and after the 0.5% test

Before

     1460998    data packets (863592337 bytes)

3459 data packets (1738556 bytes) retransmitted

After

     1821964    data packets (1048148001 bytes)

5214 data packets (2636117 bytes) retransmitted

1821964 – 1460998       = 360966 data packets

   5214 -    3459       =   1755 data packets retransmitted

   1755 /  360966 * 100 = 0.48% dropped packets

Figure 4 – looking at the send queue to infer (guess about) packet loss

netstat -n; netstat -n; netstat -n

Active Internet connections

Proto Recv-Q Send-Q  Local Address          Foreign Address        (state)

tcp        0     45  198.115.44.11,4806     10.1.1.13,10835        ESTABLISHED

. . .

tcp        0  10956  198.115.44.11,4806     10.1.1.13,10835        ESTABLISHED

. . .

tcp        0   1013  198.115.44.11,4806     10.1.1.13,10835        ESTABLISHED

Figure 5 – Low Level Ethernet Statistics

netstat -detail #e1.22.13

Interface Summary:

Interface Number: 0     Device Name: #e1.22.13       IP Address: phxcac-m1.az.st

+ratus.com

Maximum Transmit Unit (MTU): 1500

Line Speed                 : 10000000

Administrative Status      : UP

Operational Status         : UP

                         INPUT          OUTPUT

                         -----          ------

  Packets           :     24670252       15813674

  Octets            :     1844639441     1746939031

  Errors            :     0              0

  Discards          :     86396          0

  Ucast Packets     :     24636812

  NUcast Packets    :     33440

  Out Qlen          :     0

  Unknown Protocols :     86396

MAC Statistics:

MAC Type   : CSMA/CD                             MAC Address: 00:00:a8:00:a2:0f

  Received frames                          : 17009794

  Received multicast and broadcast frames  : 7660459

  Received octets                          : 2387385252

  Transmitted frames                       : 17744975

  Transmitted octets                       : 2286231022

  LAN Chipset re-initialized               : 5

  SQE error                                : 2

  Transmit ring full                       : 0

  Transmit frame discarded, late collisions: 0

  Transmit frame was deferred              : 4615

  Transmit frame after a single retry      : 2288

  Transmit frame after multiple retry      : 2182

  Transmit frame discarded, excessive retry: 138

  Receive frame discarded, lack of buffers : 414

  Receive frame discarded, improper framing: 0

  Receive frame discarded, an overflow     : 0

  Receive frame discarded, bad CRC         : 0

  Receive frame discarded, bad address     : 0

  Receive frame discarded, congestion      : 0

MAC Summary:

  Transmitted frames         : 17744975

  Transmitted octets         : 2286231022

  Retransmitted frames       : 9085

  Received frames            : 24670253

  Received octets            : 2387385252

  Received invalid frames    : 414

Figure 6 – STCP’s TCP layer statistics

netstat -protocol tcp -statistics

tcp:

            0  incomplete TCP headers

            0  TCP checksum errors

            4  tcpRtoAlgorithm

          187  tcpRtoMin

       281250  tcpRtoMax

         5130  tcpMaxConn

         1222  tcpActiveOpens

          736  tcpPassiveOpens

            0  tcpAttemptFails

            0  tcpEstabResets

            2  tcpCurrEstab

      4728565  tcpInSegs

      1341948  tcpOutSegs
        17421  tcpRetransSegs
            0  tcpInErrs

70 tcpOutRsts
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						Bytes				Seconds		Kbytes/Sec				Seconds		Kbytes/sec				Seconds		Kbytes/sec				Seconds		Kbytes/sec				Seconds		Kbytes				Seconds		Kbytes/sec				Seconds		Kbytes/sec				Seconds		Kbytes/sec

										5 %		5 %				2 %		2 %				1 %		1 %				0.5 %		0.5 %				0.4 %		0.4 %				0.2 %		0.2 %				0.1 %		0.1 %				0 %		0 %

		1				1822788				168.46		10.57				58.46		30.45				33.45		53.21				18.12		98.22				15.99		111.34				9.82		181.31				9.91		179.6				7.64		233.03

		2				1822788				163.27		10.9				73.21		24.31				35.83		49.68				19.51		91.22				20.08		88.66				13.67		130.22				10.12		175.85				7.05		252.43

		3				1822788				167.99		10.6				79		22.53				38.49		46.24				20.5		86.85				16.88		105.45				12.56		141.76				9.76		182.36				7.16		248.67

		4				1822788				159.23		11.18				62.76		28.36				38.98		45.67				19.55		91.06				17.83		99.82				13.48		132.09				9.03		197.08				7.18		247.95

		5				1822788				162.69		10.94				69.7		25.54				36.95		48.17				20.89		85.22				17.93		99.3				12.09		147.23				8.71		204.26				7.22		246.52

		6				1822788				156.39		11.38				63.69		27.95				35.8		49.73				17.96		99.13				19.39		91.79				10.71		166.22				10.72		165.98				7.17		248.4

		7				1822788				146.15		12.18				76.74		23.2				35.51		50.14				20.51		86.79				16.6		107.2				14.69		121.21				9.37		189.95				7.21		246.95

		8				1822788				151.67		11.74				73.86		24.1				35.51		50.12				20.8		85.59				16.22		109.73				13.66		130.28				9.51		187.17				8.78		202.85

		9				1822788				149.89		11.88				74.75		23.81				35.98		49.48				24.59		72.38				14.81		120.21				12.65		140.76				9.96		178.77				7.29		244.08

		10				1822788				186.62		9.54				73.73		24.14				34.18		52.08				22.94		77.61				18.73		95.06				14.33		124.23				10.49		169.7				7.15		248.92

		11				1822788				152.98		11.64				59.79		29.77				28.05		63.47				21.32		83.49				15.44		115.33				13.08		136.1				9.66		184.36				7.22		246.46

		12				1822788				148.11		12.02				77.92		22.84				34.75		51.22				23.01		77.34				17.91		99.39				13.61		130.78				10.95		162.64				7.14		249.19

		13				1822788				158.32		11.24				68.47		26				40.39		44.08				18.66		95.39				18.95		93.95				11.1		160.31				9.67		184.18				7.14		249.24

		14				1822788				156.26		11.39				61.39		29				37.03		48.07				18.24		97.57				17.07		104.29				13.47		132.16				11.2		158.87				6.96		255.9

		15				1822788				163.69		10.87				61.86		28.77				37.78		47.11				19.35		92.01				16.39		108.61				15.14		117.59				9.87		180.31				7.29		244.07

		16				1822788				166.32		10.7				77.73		22.9				38.43		46.32				22.89		77.77				15.47		115.06				11.77		151.21				9.72		183.17				7.14		249.2

		17				1822788				166.12		10.72				78.9		22.56				34.45		51.67				19.87		89.57				13.6		130.86				11.36		156.64				10.23		174.06				7.18		247.77

		18				1822788				181.14		9.83				76.5		23.27				38.01		46.84				22.43		79.36				17.46		101.96				10.71		166.2				8.92		199.67				7.19		247.59

		19				1822788				158.49		11.23				66.37		26.82				35.51		50.12				22		80.9				15.43		115.4				13.87		128.35				10.28		173.23				7.05		252.64

		20				1822788				154.29		11.54				87.3		20.39				35.69		49.87				20.29		87.72				15.43		115.38				13.1		135.91				7.95		224.02				7.02		253.58

		21				1822788				142.56		12.49				81.28		21.9				36.56		48.69				19.51		91.24				19.99		89.07				11.25		158.27				10.86		163.88				7.03		253.16

		22				1822788				152.53		11.67				79.87		22.29				40.39		44.07				21.75		81.84				19		93.67				16.1		110.55				10.45		170.38				6.86		259.66

		23				1822788				147.43		12.07				61.92		28.75				34.9		51				20.06		88.76				15.56		114.39				14.36		123.95				10.2		174.56				6.89		258.26

		24				1822788				173.22		10.28				88.82		20.04				40.88		43.55				21.42		83.12				15.98		111.36				15.54		114.54				9.12		195.21				6.88		258.57

		25				1822788				155.56		11.44				69.04		25.78				42.3		42.08				19.78		90.01				17.29		102.93				11.56		153.93				9.75		182.64				6.9		258.12

		26				1822788				150.78		11.81				70.64		25.2				31.34		56.8				22.73		78.3				18.78		94.79				11.61		153.33				9.88		180.11				7.1		250.88

		27				1822788				152.61		11.66				66.96		26.58				36.46		48.82				22.06		80.68				17.95		99.18				13.84		128.64				9.66		184.37				7.05		252.51

		28				1822788				163.86		10.86				56.03		31.77				37.41		47.59				18.25		97.52				17.36		102.54				8.36		212.93				8.43		211.14				6.98		254.86

		29				1822788				164.49		10.82				71		25.07				29.62		60.09				18.16		98				17.78		100.09				11.68		152.35				9.52		186.92				7.44		239.4

		30				1822788				158.55		11.23				72		24.72				37.49		47.48				21.23		83.86				17.81		99.97				12.11		146.99				8.6		206.98				7.3		243.94

		31				1822788				168.04		10.59				66.87		26.62				32.04		55.57				18.05		98.64				15.71		113.34				12.65		140.73				8.99		197.99				7.18		247.97

		32				1822788				175.21		10.16				61.72		28.84				31.03		57.36				24.03		74.08				15.03		118.47				13.53		131.55				9.86		180.51				7.23		246.16

		33				1822788				151.24		11.77				59.7		29.82				31.5		56.51				18.61		95.66				18.93		94.03				14.4		123.65				9.15		194.49				6.97		255.46

		34				1822788				149.3		11.92				76.57		23.25				36.14		49.25				22.69		78.45				17.62		101.03				10.02		177.62				8.95		198.98				7.04		252.95

		35				1822788				143.62		12.39				67.64		26.32				35.54		50.08				19.22		92.61				17.44		102.05				12.96		137.33				10.01		177.88				7.45		239.02

		36				1822788				153.5		11.6				71.02		25.06				39.22		45.39				20.87		85.31				18		98.89				9.79		181.84				8.95		198.89				7.4		240.45

		37				1822788				141.29		12.6				68.72		25.9				36.61		48.62				22.72		78.33				17.58		101.27				16.06		110.81				10.35		171.91				7.12		250.11

		38				1822788				147.24		12.09				70.53		25.24				30.46		58.43				18.86		94.36				17.44		102.06				11.68		152.41				9.5		187.45				7.32		243.33

		39				1822788				146.63		12.14				83.74		21.26				29.99		59.35				23.8		74.8				15.94		111.64				13.5		131.83				10.18		174.79				7.15		248.86

		40				1822788				165.04		10.79				67.79		26.26				31.93		55.75				17.64		100.9				17.77		100.16				11.54		154.31				9.71		183.39				6.94		256.53

		41				1822788				165.78		10.74				74.85		23.78				33.44		53.23				21.77		81.77				16.34		108.92				12.31		144.66				10.65		167.21				7.02		253.59

		42				1822788				158.62		11.22				76.77		23.19				39.35		45.23				18.58		95.78				21.61		82.36				10.26		173.43				8.02		221.85				6.9		257.87

		43				1822788				166.49		10.69				66.81		26.64				28.5		62.45				21.01		84.72				18.33		97.12				9.82		181.32				8.89		200.27				7		254.28

		44				1822788				166.01		10.72				67.1		26.53				40.14		44.35				22.24		80.02				18.94		93.97				12.71		140.01				8.95		198.92				7.09		251.08

		45				1822788				158.5		11.23				70.71		25.18				35.89		49.6				23.72		75.06				19.09		93.23				11.05		161.03				9.94		179.14				6.93		256.84

		46				1822788				160.21		11.11				69.74		25.53				37.22		47.83				17.61		101.1				17.97		99.07				11.69		152.31				10.9		163.27				6.99		254.74

		47				1822788				187.17		9.51				73.3		24.28				37.83		47.06				22.88		77.8				17.02		104.56				12.18		146.12				8.64		205.95				6.97		255.29

		48				1822788				165.34		10.77				75.71		23.51				38.41		46.35				19.71		90.33				17.01		104.67				14.14		125.88				8.78		202.66				7.29		244.28

		49				1822788				152.34		11.69				71.64		24.85				37.32		47.7				24.26		73.36				14.87		119.7				10.19		174.64				12.84		138.63				7.36		241.71

		50				1822788				143.6		12.4				68.84		25.86				37.74		47.17				18.56		95.89				16.64		107				12.6		141.33				9.87		180.28				7.03		253.32

		51				1822788				144.66		12.31				74		24.06				35.75		49.79				22.15		80.36				16.55		107.55				9.81		181.39				9.8		181.69				7.22		246.61

		52				1822788				156.4		11.38				81.91		21.73				34.8		51.15				20.54		86.65				17.93		99.26				11.31		157.39				8.87		200.58				7.23		246.33

		53				1822788				146.49		12.15				70.72		25.17				34.01		52.33				19.71		90.32				19.21		92.67				15.27		116.56				10.06		176.95				6.99		254.58

		54				1822788				152.57		11.67				67.28		26.46				41.02		43.4				19.4		91.76				15.73		113.17				13.12		135.68				9		197.77				7.02		253.5

		55				1822788				154.14		11.55				69.54		25.6				32.17		55.33				21.04		84.58				18.29		97.3				13.5		131.85				9.76		182.39				7.34		242.55

		56				1822788				168.87		10.54				82.41		21.6				43.03		41.37				23.38		76.13				18.81		94.62				9.99		178.18				9.38		189.81				7.13		249.7

		57				1822788				167.06		10.66				61.89		28.76				41.06		43.35				21.06		84.54				18.73		95.03				13.79		129.05				11.06		160.97				6.98		255

		58				1822788				176.28		10.1				77.76		22.89				42.9		41.49				18.99		93.73				18.78		94.79				13.77		129.26				9.98		178.37				7.38		241.16

		59				1822788				159.58		11.15				66.77		26.66				39.84		44.68				24.01		74.14				17.64		100.92				12.46		142.9				8.91		199.7				7.02		253.52

		60				1822788				185.24		9.61				70.19		25.36				36.79		48.38				20.94		85.02				16.88		105.46				15.59		114.2				9.93		179.21				7.77		229.1

		61				1822788				145.6		12.23				72.83		24.44				30.51		58.34				20.02		88.91				15.02		118.52				13.7		129.89				8.85		201.22				6.85		259.73

		62				1822788				146.47		12.15				71.89		24.76				40.19		44.29				21.56		82.56				17.52		101.63				11.92		149.38				10.5		169.48				7.02		253.6

		63				1822788				148.55		11.98				64.86		27.44				34.64		51.38				24.56		72.49				15.03		118.46				13.23		134.52				9.06		196.51				7.14		249.21

		64				1822788				152.55		11.67				64.51		27.59				35.1		50.72				20.58		86.49				14.79		120.34				13.14		135.44				9.54		186.53				7.11		250.4

		65				1822788				149.45		11.91				70.84		25.13				31.92		55.76				20.09		88.62				16.21		109.8				11.54		154.22				9.38		189.77				7.14		249.3

		66				1822788				147.57		12.06				67.55		26.35				32.39		54.95				20.92		85.09				15.68		113.52				14.18		125.51				10.94		162.76				6.9		257.8

		67				1822788				154.32		11.53				75.65		23.53				38.87		45.79				18.69		95.26				16.5		107.87				13.3		133.87				9.44		188.51				6.78		262.36

		68				1822788				159.53		11.16				75		23.73				43.52		40.9				23.16		76.85				17.53		101.56				11.12		160.04				10.32		172.56				6.96		255.61

		69				1822788				160.91		11.06				71.89		24.76				36.56		48.69				18.55		95.95				15.98		111.36				13.19		134.99				9.16		194.32				6.94		256.5

		70				1822788				172.29		10.33				76.69		23.21				40.43		44.03				20.76		85.73				18.55		95.93				11.43		155.77				11.41		156.04				6.96		255.88

		71				1822788				158.63		11.22				79.74		22.32				44.42		40.07				19.59		90.85				17.55		101.44				11.01		161.7				8.58		207.35				8.48		210

		72				1822788				192.13		9.26				66.97		26.58				39.52		45.04				18.28		97.36				16.23		109.69				12.44		143.15				8.06		220.74				7.02		253.6

		73				1822788				148.38		12				71.78		24.8				37.36		47.65				20.11		88.52				17.36		102.55				12.26		145.14				9.69		183.71				6.89		258.49

		74				1822788				147.52		12.07				63.85		27.88				34.23		52.01				20.01		88.97				18.43		96.57				11.19		159.12				10.18		174.9				7.05		252.66

		75				1822788				150.53		11.83				73.66		24.17				35.37		50.33				22.71		78.37				15.56		114.37				9.94		179.05				10.56		168.51				6.94		256.54

		76				1822788				150.71		11.81				78.88		22.57				36.05		49.38				19.34		92.05				16.24		109.62				13.55		131.33				9.54		186.55				7.02		253.41

		77				1822788				153.2		11.62				79.94		22.27				37.36		47.64				19.53		91.15				20.48		86.94				13.14		135.42				9.93		179.24				7.08		251.45

		78				1822788				152.52		11.67				69.81		25.5				31.34		56.79				18.26		97.48				17.96		99.14				14.46		123.13				12.54		141.99				7.06		252

		79				1822788				131.12		13.58				74.11		24.02				37.56		47.4				18.53		96.09				19.49		91.34				14.11		126.15				10.89		163.5				7.72		230.57

		80				1822788				155.53		11.45				68.64		25.93				38.28		46.51				20.87		85.29				15.31		116.28				13.18		135.03				9.75		182.51				7.16		248.75

		81				1822788				157.35		11.31				74.74		23.82				29.23		60.9				17.99		98.94				17.68		100.69				11.35		156.9				11.23		158.45				7.01		254.06

		82				1822788				156.55		11.37				77.71		22.91				37.5		47.46				18.26		97.5				15.52		114.7				12.42		143.36				9.87		180.44				6.75		263.76

		83				1822788				190.42		9.35				77.89		22.85				35.51		50.13				20.56		86.58				19.17		92.87				11.69		152.33				10.01		177.77				6.89		258.22

		84				1822788				193.14		9.22				85.74		20.76				32.36		55.01				20.08		88.66				19.52		91.19				12.25		145.32				9.18		193.95				7.09		251.21

		85				1822788				163.46		10.89				67.95		26.2				37.04		48.05				20.03		88.88				16.51		107.82				15.45		115.22				8.93		199.31				7.33		242.73

		86				1822788				167.03		10.66				76.74		23.2				36.53		48.73				20.17		88.26				17.28		103.01				11.03		161.41				9.82		181.29				7.25		245.65

		87				1822788				148.52		11.99				69.79		25.51				28.95		61.49				20.27		87.82				17.71		100.54				14.31		124.42				8.93		199.44				7.31		243.53

		88				1822788				149.43		11.91				58.97		30.19				35.6		50.01				16.11		110.46				17.57		101.29				13.08		136.1				10.69		166.49				7.25		245.59

		89				1822788				169.97		10.47				65.84		27.04				36.03		49.41				22.76		78.22				16.81		105.9				11.33		157.12				8.81		202.14				7.23		246.17

		90				1822788				149.52		11.91				69.73		25.53				38.97		45.68				20.53		86.69				17.66		100.79				13.93		127.78				11.17		159.33				7.31		243.52

		91				1822788				151.53		11.75				61.6		28.9				32.34		55.04				17.54		101.51				16.16		110.17				12.85		138.55				8.89		200.27				7.02		253.42

		92				1822788				146.1		12.18				70.88		25.12				35.32		50.4				18.28		97.38				15.47		115.06				15.21		117				10.85		164.02				7.3		243.8

		93				1822788				157.04		11.33				70.88		25.11				33.06		53.84				22.77		78.19				18.67		95.32				12.48		142.6				10.51		169.31				7.01		254.02

		94				1822788				161.65		11.01				64.27		27.7				32.57		54.66				15.64		113.85				16.33		109.02				11.74		151.58				10.01		177.8				7.11		250.37

		95				1822788				151.59		11.74				71.23		24.99				34.52		51.57				20.2		88.14				17.42		102.16				12.46		142.87				8.96		198.65				7.12		249.93

		96				1822788				159.49		11.16				71.15		25.02				38.28		46.5				23.45		75.91				17.65		100.87				10.2		174.54				10.52		169.28				7.23		246.35

		97				1822788				162.06		10.98				73.81		24.12				34.58		51.47				23.08		77.12				17.01		104.62				13.73		129.65				11.07		160.79				6.96		255.89

		98				1822788				167.55		10.62				69.17		25.73				33.63		52.92				22.77		78.19				16.08		110.71				14.4		123.62				9.46		188.25				7.25		245.65

		99				1822788				166.35		10.7				67.81		26.25				34.31		51.88				21.72		81.95				17.83		99.84				11.71		152.07				10.85		164				7.28		244.45

		100				1822788				163.35		10.9				65.76		27.07				29.87		59.59				20.78		85.65				18.76		94.9				11.89		149.71				11.05		161.04				7.18		248.09

		101				1822788				155.05		11.48				68.6		25.95				36.95		48.18				20.85		85.39				13.06		136.34				12.14		146.66				10.42		170.78				7.19		247.52

										5 %		5 %				2 %		2 %				1 %		1 %				0.5 %		0.5 %				0.4 %		0.4 %				0.2 %		0.2 %				0.1 %		0.1 %				0 %		0 %

								MIN		131.12		9.22				56.03		20.04				28.05		40.07				15.64		72.38				13.06		82.36				8.36		110.55				7.95		138.63				6.75		202.85

								AVE		158.6216831683		11.2791089109				71.2007920792		25.2076237624				35.9263366337		50.0257425743				20.5583168317		87.3672277228				17.23		104.1171287129				12.5806930693		143.8313861386				9.8210891089		182.7011881188				7.1520792079		249.2324752475

								MAX		193.14		13.58				88.82		31.77				44.42		63.47				24.59		113.85				21.61		136.34				16.1		212.93				12.84		224.02				8.78		263.76






