The Secrets of inetd

Most people know that inetd is an integral part of the TCP/IP stack, but most people are wrong. This article will explain what inetd actual does, when and why you need it and when you don't. I'll also discuss what can go wrong and some debugging tips. 

Inetd's job is to listen for incoming connection requests for the services identified in the inetd.conf file. When a request comes in, inetd will accept it and then start the application that will handle the request. This allows 1 process to manage all, or at least most, of the incoming connections so you do not need to start multiple processes. In addition, application servers can be simplified since they no longer have to worry about setting up a listening socket and waiting for a connection.

Inetd has nothing to do with outgoing connections or with a function like ping. The system should be able to send pings and respond to pings even if inetd is not running. You should be able to use any client program like telnet or FTP to make connection requests to another host without inetd running. Finally, any application that creates its own listening socket will be able to accept incoming connections even if inetd is not running. So, while clearly an important part of the TCP/IP stack inetd is not an integral part.

The only time you need to look at inetd is when an incoming connection request is failing. There are only two ways a request can fail. First, the client on the other host can immediately report a connection refused. This means that there is no one listening to the server’s well known port number. Either inetd is not running or its not been configured to listen for the requested service and the server does not do its own listening. Second, the client can appear to get connected but the requested application does not appear to run. For example, telneting to VOS TCP_OS you will get the connected message but you will not see a login prompt. You may also get connected and then immediately get disconnected. Configuration errors are the most likely cause of both of these errors. 

Inetd is configured via the inetd.conf file. Under VOS TCP_OS this file is located in the >system>tcp_os directory. Under FTX and HP-UX its in the /etc directory. This file is basically a flat file database with each line corresponding to a application service and the columns corresponding to fields. The first field is the service name. This is mapped to a port number in the services file. The services file is located in the same directory as inetd.conf. The 6th field is the pathname of the server program to run and subsequent fields are the arguments to the server program. These are the fields that will most likely be the problem.

VOS TCP_OS

ndav_telnet    stream    tcp  balance   Overseer.System     >system>tcp_os>c

+ommand_library>os_telnet -device_prefix noah -priv_terminal -network_port 9999 –+verbose

FTX

ndav_telnet  stream  tcp     nowait  root    /usr/sbin/in.telnetd    in.telnetd

HP-UX

ndav_telnet stream tcp nowait root /usr/sbin/in.telnetd in.telnetd

Figure 1

Entries from the inetd.conf file

When inetd is first started it reads the inetd.conf file. Changes made to the inetd.conf file after that are ignored until inetd is restarted (typically after a reboot) or inetd is given a special signal which tells it to reread the configuration file. Under TCP_OS this is a break signal under FTX and HP-UX it is a hang-up. It’s not unusual to add a new service to the inetd.conf file and forget to signal it to reread the file. A "netstat -na" will list all the TCP connections and all ports being listened too. If the new service is not listed try signaling inetd to reread its configuration file.

netstat -na

Active Internet connections (including servers)

Proto Recv-Q Send-Q  Local Address          Foreign Address        (state)

tcp        0      0  *,9999                 *,*                    LISTEN

tcp        0      0  *,23                   *,*                    LISTEN

tcp        0      0  *,21                   *,*                    LISTEN

tcp        0      0  *,1998                 *,*                    LISTEN

Figure 2

Example output from “netstat –na” showing ports being listened to.

Note that VOS TCP_OS, FTX and HP-UX all have the same output format

Another common problem is to add the service to the inetd.conf file and forget to add it to the services file, or have a typo in one of the entries so that they do not match. When that happens, inetd cannot determine what port the service is associated with. It will report an error, under VOS TCP_OS in the syserr_log file, under FTX in the daemon log file and under HP-UX in the syslog.log file.

VOS TCP_OS

break_process inetd -user * -no_ask

 Breaking Steven_Michon.SysAdmin (inetd).

ready  11:10:10

d >system>syserr*(date)* -match inetd

%phx_cac#m1_mas>system>syserr_log.99-01-10  99-01-10 09:55:51 mst

09:55:38  Steven_Michon (inetd) : inetd reading %phx_cac#m1_mas>system>tcp_os>in

+etd.conf

09:55:38  Steven_Michon (inetd) : ndav_telnet/tcp: unknown service

FTX

# ps -alfe | grep inetd | grep -v grep

90 S     root   501   498 80  26 20  498f690    275  f3b8868   Dec 28 ?        0

:05 /usr/sbin/inetd

# kill –1 501

# tail /var/spool/syslog/daemon

Jan 10 10:31:16 pandora inetd[501]: ndav_telnet/tcp: unknown service

HP-UX

# ps -alfe |grep inetd

  1 S     root   423     1  0 154 20  2068100   33   81e0dc  Jan  9  ?         0

:00 /usr/sbin/inetd

# kill -1 423

# tail /var/adm/syslog/syslog.log

Jan 11 10:55:06 lyra inetd[423]: ndav_telnet/tcp: Unknown service

Figure 3

Signaling inetd to reread its conf file and error message for a specified service that does not have an entry in the services file

If either of these problems have occurred then the incoming connection request will be immediately refused because inetd is not listening at the requested port number.

If there is a problem starting the server the behavior of the problem changes. Under VOS TCP_OS you get connected but nothing happens. After a few minutes, which seem like forever you get a connection closed by peer error. Under FTX and HP-UX you get connected but are then immediately disconnected with a connection closed by peer message.

Typically the application path is wrong, although there may be a problem with an argument or it could be some other issue. VOS TCP_OS will report the problem in the syserr log and HP-UX in its syslog.log. Unfortunately, FTX does not report it anywhere. The only clue you have is that there is an initial connection so you know that inetd was listening and presumably forked the application server specified in the inetd.conf file.
VOS TCP_OS

09:59:02  Process 430121D4, Overseer.System (tcp_ndav_telnet_011009590287), crea

+ted.

09:59:03  Process 430121D4, Overseer.System (tcp_ndav_telnet_011009590287), term

+inated with error (Object not found).

HP-UX

Jan 11 11:04:41 lyra inetd[1154]: execv /usr/sbin/in.xxx: No such file or direct

ory

Figure 4

Error message showing a problem starting the server application

After correcting the inetd.conf file don’t forget to signal inetd to reread it.

