DLMUX – Fault tolerance for VOS Ethernet Devices

DLMUX was introduced in VOS 13.2. In the following article I’ll explain what it is, how it works, when you need it, and how to connect it to the network.

What is DLMUX:

DLMUX has been written as “DLMUX”, “DLMux”, “dlmux” and “dl_mux”, all variations stand for data link multiplexor. What it does is allow two Ethernet boards to act as 1 network interface as far as other network hosts are concerned. If an Ethernet board breaks, or someone pulls out the network cable DLMUX will switch or “fail over” to the other board. The broken (or disconnected) board’s MAC address will be transferred to the standby board and as far as the rest of the network is concerned nothing has happened. DLMUX does not do any load sharing between Ethernet boards, all traffic leaves and is addressed to only the active board. The standby board only sends and receives test messages to/from the active board. The term used by DLMUX when two boards are connected in this way is “partnered”. Partnered boards must be the same type, i.e. 2 K104s, 2 K450s, or 2 K460s. In addition, partnered K450s or K460s must be adjacent slots. Partnered K104s can be in any IOA slot in any IOP chaise. In return for the adjacent slot restriction on the K450s and K460s, DLMUX can recognize if one of the boards in a partnership is controlling SCSI devices and if so, it makes that board the Ethernet standby board. The partner not handling SCSI is the active Ethernet board. This improves overall performance by load sharing the two functions, SCSI and Ethernet, of the board.

How it works:

Every 45 seconds the active board sends the standby board a test message. At the same time the standby board sends the active board a test message of its own. If everything is operating normally each board receives the others test message. If things are not normal one or both test messages will fail to arrive.

If a test message fails to arrive DLMUX must figure out which board is broken. It could be that only a board’s transmitter or receiver is not functioning or the board could have lost its connection to the network. By observing the traffic patterns received on each board DLMUX determines which board is still working and if it’s the standby board it will swap the MAC addresses on each board.

Under the worst case scenario it will be 45 seconds from the time of a failure until the test messages are sent. It also takes some time for DLMUX to determine which board should be active. UDP packets sent between the time of the failure and the time that DLMUX realizes something is wrong will be lost, unless the application has its own retransmission mechanism. TCP packets will be retransmitted but there will probably be a noticeable delay. If the standby board must be activated arriving packets will also be dropped until DLMUX actually fails over to the standby board. Note that if the active board actually goes broken then the fail over to the standby board happens immediately.

The active broad always has the MAC address of 00:00:A8:8v:wx:yz. The standby interface has the address 00:00:A8:Av:wx:yz. The v value is the DLMUX 

index based on when the interface was configured. The first configured interface has an index of 0, the next an index of 1, etc. The wx:yz value is the same for all interfaces on a module. On Continuum systems the wx:yz value is based on the system serial number. On earlier systems its based on the master disk pack UID, and the system and module numbers.

If a non-Continnum system is cloned from the master disk of another system the wx:yz value will be the same. If the cloned system is then placed on the same network as the original system there will be a duplicate MAC address. This of course will create havoc on your network. If you plan to do this please contact the CAC. The algorithm that DLMUX uses to calculate the address can be changed but its not recommended and should only be done under special circumstances with CAC support.

One other point. The new TCP product for VOS, STCP has a similar product called SDLMUX. SDLMUX is very similar to DLMUX but there are some differences in the address construction and the test message frame format. Also HP-UX and FTX have product called RNI which has a similar function but operates completely differently. Nothing in this article can be applied to RNI.

When you need it?

The first thing you need to understand is that you always need DLMUX. Even if none of the Ethernet boards are partnered you must still load DLMUX. If you don’t no Ethernet traffic will be transmitted or received. So a better question is when should you partner Ethernet boards? I can’t answer that question for you. The best I can do is list the questions that you need to ask yourself

1) Can we afford the cost of an extra Ethernet interface device?

2) Do we have a slot to install the extra Ethernet interface device?

3) What would happen if the module lost its connection to the Ethernet for 10 minutes (the time it would take to replace a broken card or hub with an on site spare) or 30 minutes (the time to replace a broken cable)?

4) What would happen if the module lost its connection to the Ethernet for 24 or 36 hours?

If you are using K450s or K460s the answers to questions 1 and 2 may be yes and yes since the two boards are already bought and installed. Then again, if you need to connect to two different networks the answers will not be so easy.

One other thing to remember is that just because the connection to network A uses partnered boards doesn’t mean that the connection to networks B and C also need to be partnered.

How to connect it to the network?

There are several possible ways to connect partnered boards to the network. The important thing to remember is that the boards must be able to exchange test messages. The test messages cannot be routed so the boards must be connected at the data link layer. 

The minimum level of redundancy is both partnered cards running into the same hub/switch. Obviously the single point of failure is the hub/switch. There are on the market switches that are fault tolerant, with multiple power supplies, backplane busses and the like. 




Next is each card running into a different hub or switch and the hubs or switches interconnected. A failure of a hub/switch will bring down half the network but the partnered board on the good hub will still be able to communicate with the rest of the hosts on that hub/switch. Note that if the problem is the link between the two hubs/switches DLMUX may have a problem deciding what board is broken. It knows that something is broken because test messages are not getting through. The result may be that DLMUX randomly fails over from one device to another. This means that sometime you will be able to communicate with one half of your network (host A) and other times the other half (hosts B and C). 




If all you have is a local network then either of the above 2 plans will work. The tricky part comes when you have an internet or are connected to the Internet. Typically you will have only 1 connection to the internet or Internet. You plug your router into one of the hubs/switches and everything is up and running – until the hub/switch fails. The companies that make routers, specifically Cisco and Nortel have a solution similar to DLMUX.  Two physical routers emulating 1 logical router. Each router is connected to 1 of the hubs/switches. 









Cisco calls its product Hot standby Router Protocol (HSRP), Nortel calls it Virtual Router Redundancy Protocol (VRRP).

Special problems with switches

When DLMUX swaps the MAC addresses of the active and standby boards there is nothing to tell the switch that its address cache, i.e. what addresses are connected to which ports is wrong. The result is that until the newly active board sends out some traffic, either a data frame or a test message the switch will forward all the frames addressed to the active board’s address to the port that now is connected to the standby board. All those frames are lost.

Once the address change is recognized some switches may have another problem. Switches configured with extra security may report a security violation when they see what they interpret as end points moving around the network. The switches may merely report the violation or they may disable the ports. If your switch has this extra level of security configured you need to turn if off for the ports connected to the partnered boards.

Also, when the switch sees the end points move it may decide that it needs to reconfigure the switch spanning tree. This can take from a few seconds to a few minutes. During this time no traffic will be accepted from or sent to the ports that have changed. This not only stops communication to the module but can cause DLMUX to try swapping again, resulting the switch starting over as well and a dead lock. The solution is to turn the spanning tree algorithm off on ports that are connected to partnered interfaces,

Layer 3, layer 4 or smart switches, i.e. those that do more than look at the destination address may also have problems with DLMUX. The test message is not an IP packet and the Ethernet frame is not an Ethernet V2 frame or valid 802.3 frame. The fact that the test frames are not valid should not matter since the only host that will ever see them is the Stratus; but a smart switch will not be able to interpret the contents of the frame, may decide its garbage and drop it. If the switch is dropping the test messages DLMUX will not work correctly. Depending on the switch you may or may not be able to configure it to just forward these frames. If you cannot be sure that the switch will forward the frames either don’t use partnered devices or don’t buy the switch.

Finally, some Token Ring/Ethernet switches try to determine what type of frame a host will accept by looking at what type of frames it sends. For example, the Stratus sends some data to a host on the token ring and the switch sees an Ethernet V2. The switch then forward the token ring hosts replies in Ethernet V2 frames. However at some point the Stratus will send a test message. Even though the message is not for any token ring hosts the switch sees it and starts forwarding the token ring data packets to the Stratus in 802.3 frames, which the Stratus will ignore. When the Stratus again sends a data frame the switch again forwards in Ethernet V2 frames, until another test message. The switch needs to be configured to always send Ethernet V2 frames to the Stratus.
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